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We studied the effect of using a nonorthogonal grid coordinate system and a finite-
volume approach in the simulation of decaying isotropic turbulence. Calculations
were performed in distorted periodic cubic boxes and with a turbulent Reynolds
number, based on the Taylor microscale and on a root mean square turbulent velocity,
of approximately 40. A preliminary study showed that in the nonorthogonal grids
some Fourier modes of the discretized derivatives can have greater amplitude or the
phase inverted relatively to the modes of the exact derivative, contrary to what occurs
with a Cartesian grid system. However, in the simulations, the statistical distributions
of velocity, pressure, and longitudinal and lateral velocity derivatives were always
identical, regardless of the grid distortion. The temporal evolution of the energy
was also similar and the differences at the end of the simulations (after about two
eddy turnover times) did not exceed 1%. Furthermore, the grid nonorthogonality
affected neither the isotropy of the fields nor the correlation between the vorticity
and the principal rates of strain. We concluded that the finite-volume approach in
nonorthogonal grid systems may be used in the numerical simulation of complex
turbulent flows with either the direct numerical simulation or large-eddy simulation
methodologies. c© 2002 Elsevier Science (USA)
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1. INTRODUCTION

Direct numerical simulation (DNS) of turbulence is a major tool for fundamental studies
and development or validation of turbulence closure theories [16, 20]. The work of Orszag
and Patterson [18], on decaying isotropic turbulence, with turbulent Reynolds number based
on the Taylor microscale (Reλ) of approximately 40, is usually referred to as the first DNS
study. Siggia [24] studies stationary forced turbulence (Reλ ≈ 100) with a subgrid like
parametrization and reveals the existence of long and thin tubes of high vorticity. Kerr [11]
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studies high-order derivative correlations and the alignment between the principal rates of
strain and the vorticity tubes. He concludes that the derivative correlations do not obey the
scaling laws predicted by statistical models of intermittency and that the largest principal
rate of strain is compressive and aligned perpendicularly to the vorticity tubes. Vincent and
Meneguzzi [26] investigate the vorticity tubes and the statistics of velocity derivatives for
Reλ ≈ 150, whereas the main interest of M´etais and Lesieur [15] is on the decaying of stably
stratified turbulence. Jim´enezet al.[8] and Jiménez and Wray [7] study the dimensions and
the velocity of the vorticity tubes, for 40< Reλ < 160. All these studies use a uniform
Cartesian mesh and pseudospectral methods, a combination usually considered to give the
most accurate results for the computer resources available.

As computer performance increases and one realizes the limitations of closure theories
based on Reynolds averaging Navier–Stokes (RaNS), the use of DNS and large-eddy simula-
tions (LES) in real engineering applications has become more appealing (see, for instance,
Ref. [1]). However, real engineering applications require coordinate systems with high
geometric flexibility, which precludes the utilization of either uniform Cartesian meshes
or pseudospectral methods, and requires techniques which are still relatively uncommon
to the DNS/LES community (finite differences, finite element, etc.). Because in terms of
numerical accuracy DNS and LES are more demanding than RaNS-based codes, a con-
sistent analysis of numerical errors introduced by the utilization of different techniques is
needed.

A simple choice, which some works have pursued, is to test the techniques of the engi-
neering applications in basic turbulent flows. Rai and Moin [19], for instance, suggest the
utilization of a fourth-order-accurate method to obtain results with the same accuracy as a
pseudospectral method in the DNS of a channel flow. Ghosal [5] presents results of isotropic
turbulence and analyzes the relative magnitude of the subgrid stresses and truncation and
aliasing errors. Kravchenko and Moin [13] consider the flow inside a channel; they find that
the errors can be of the same order as the subgrid stresses, that truncation errors are more
important for low-order methods, and that aliasing errors are more important for high-order
or spectral methods. Kaltenbach [10] studies the influence in the anisotropy of the resolved
and subgrid stresses of an anisotropic filter, a consequence of the utilization of a grid with
different spaces in each direction. He concludes that the effect depends on parameters like
the grid anisotropy, the resolved scales, and the energy spectra shape near the small resolved
scales.

The major goal of our work was to study the suitability of a nonorthogonal mesh in terms
of both spatial and temporal accuracy. This was a first step in the development of computer
codes based on either the DNS or LES methodologies for flow simulation in complex
geometries [9]. As a test case for our study we selected the decay of three-dimensional
isotropic turbulence. We considered the same case as did Orszag and Patterson [18], but
in a distorted domain. Despite being almost 30 years old, this study’s simplicity made it
the most appealing in the context of our work, since we were interested only in the major
parameters of isotropic turbulence. The decaying (nonstationary) isotropic turbulence was
preferred to stationary turbulence because the forcing mechanism could be avoided.

The following text is divided into three sections. In Section 2 we present the mathematical
model, the numerical techniques, and the procedure that we followed to generate the initial
fields. An analysis of the errors of the discretized derivatives, the results of the simulations,
and the corresponding discussion are presented in Section 3. Section 4 concludes the article
and summarizes our main conclusions.
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2. MODEL

2.1. Mathematical Model

The continuity equation,

∂ρui

∂xi
= 0, (1)

and the Navier–Stokes equation,

∂ρui

∂t
+ ∂(ρu j ui )

∂xj
= ∂τi j

∂xj
− ∂p

∂xi
, (2)

were discretized using the finite-volume approach in a nonorthogonal and nonstaggered
grid, second-order central differences for spatial discretization, and a third-order Runge–
Kutta scheme for time discretization. In Eqs. (1) and (2)ui are the velocity components
along the coordinatesxi , p is the pressure,ρ is the fluid density,t is the time, andτi j are
the stress tensor components.

The continuity equation (1) integrated over the control volumeÄ,∫
Ä

∂ρui

∂xi
dÄ = 0, (3)

according to Gauss’ divergence theorem yields∫
S
ρv · n dS=

∑
l

∫
Sl

ρv · n dS=
∑

i

ṁl , l = e, w, n, s, . . . . (4)

In our nomenclature (cf. Ref. [4]),v is the velocity vector,n is the unit vector normal to
surfaceS, the subscriptl stands for each of the six faces of the control volume (identified
as east, west, north, south, top, and bottom), andṁl is the mass flux across each face.

The Navier–Stokes equation (2) in finite-volume formulation is

∂

∂t

∫
Ä

ρui dÄ+
∫
S

ρui v · n dS=
∫
S

τi j ij · n dS−
∫
S

pii · n dS, (5)

whereij is the coordinate vector along directionxj . The discretization of the convective
term is ∫

S

ρui v · n dS=
∑

l

∫
Sl

ρui v · n dS=
∑

l

Fa
i,l , l = e,w, n, s, . . . . (6)

The convective flux across the east surface, for instance, is given by

Fa
i,e =

∫
Se

ρui v · n dS≈ ṁeui,e,

where the velocity at the face of the control volume (ui,e) is obtained by linear interpolation.
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The discretization of the diffusive term is∫
S

τi j ij · n dS=
∑

l

∫
Sl

τi j ij · n dS=
∑

l

Fd
i,l , l = e,w, n, s, . . . . (7)

The diffusive flux across the east face,Fd
i,e, is defined by

Fd
i,e =

∫
Se

τi j ij · n dS≈ (τi j )eSj
e .

To calculate the stresses we used a local coordinate transformation, defined byxi =
xi (ξ j ), j = 1, 2, 3 and characterized by the JacobianJ:

J = det

(
∂xi

∂ξ j

)
=

∣∣∣∣∣∣∣∣∣∣∣∣∣

∂x

∂ξ

∂x

∂η

∂x

∂ζ

∂y

∂ξ

∂y

∂η

∂y

∂ζ

∂z

∂ξ

∂z

∂η

∂z

∂ζ

∣∣∣∣∣∣∣∣∣∣∣∣∣
. (8)

Using this transformation, the derivatives of any variableφ with respect to the Cartesian
directions were calculated using

∂φ

∂xi
= ∂φ

∂ξ j

∂ξ j

∂xi
= ∂φ

∂ξ j

β i j

J
, (9)

whereβ i j is the cofactor of∂xi /∂ξ j in the JacobianJ. S, the surface vector of the control
volume, is defined at the east face by

Se = Sen = Sx
e i + Sy

e j + Sz
ek,

where each component can be written as a function of the cofactorsβ i j :

Sx
e = β11

e 1η1ζ, Sy
e = β21

e 1ξ1ζ, and Sz
e = β31

e 1ξ1η.

Under these conditions and for a Newtonian fluid, the stress tensor components at the
east face and for theu velocity, for instance, are the

(τxx)e ≈ 2
µ

Je

[
uE− uP

1ξ
β11

e +
(
δu

δη
β12

)
e

+
(
δu

δζ
β13

)
e

]
,

(τxy)e ≈ µ

Je

[
vE− vP

1ξ
β11

e +
(
δv

δη
β12

)
e

+
(
δv

δζ
β13

)
e

+ uE− uP

1ξ
β21

e

+
(
δu

δη
β22

)
e

+
(
δu

δζ
β23

)
e

]
,

(τxz)e ≈ µ

Je

[
wE− wP

1ξ
β11

e +
(
δw

δη
β12

)
e

+
(
δw

δζ
β13

)
e

+ uE− uP

1ξ
β31

e

+
(
δu

δη
β32

)
e

+
(
δu

δζ
β33

)
e

]
,
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where the derivatives at the face of the control volume (δφ/δη andδφ/δζ ) are obtained by
linear interpolation of the derivatives at the center.

Finally, the discretization of the pressure gradient term yields

Qp
i = −

∫
S

pii · n dS≈ −
∑

l

pl S
i
l , l = e,w, n, s, . . . , (10)

where the pressure at the faces of the control volume is obtained also by linear interpolation.
The set of equations above describes the fluid flow equations (1) and (2) as implemented

in our computer code. Because no explicit subgrid model was used, our calculations are
classified as DNS.

2.2. Numerical Techniques

To solve Eqs. (1) and (2) we used a semi-implicit algorithm based on the fractional step
method of Kim and Moin [12], which comprised the time integration of the momentum
equation (step 1) and the implicit solution of a Poisson equation for the pressure, to guarantee
a divergence-free velocity field (step 2).

After spatial discretization, followed by time discretization, Eq. (2) reads

(ρui )
∗n+1− (ρui )

n =
∫ tn+1

tn

[
−δ(ρu j ui )

δxj
+ δτi j

δxj

]
i

dt. (11)

The integral was solved by the Runge-Kutta (4,3) scheme (see Appendix or Ref. [3] for
further details). Our choice of the Runge-Kutta (4,3) scheme for temporal discretization was
based on the results of a preliminary study [25], using five different alternative schemes for
temporal discretization. Again, using the east face as an example, the mass flow rate after
step 1 was found using

ṁ∗n+1
e = ρe

∑
i

(
u∗n+1

i

)
eSi

e,

where the overscore indicates an interpolation over nodesP andE and the asterisk refers
to a velocity field that may violate mass conservation.

The objective of step 2 of the algorithm is to correct the velocity fieldu∗n+1
i in such a way

that mass conservation is satisfied at each control volume. This is achieved via a pressure
field obtained by solution of the Poisson equation∑

l

ρl1t Si
l

δpn+1

δxi
=
∑

l

ṁ∗n+1
l , l = e, w, n, s, . . . , (12)

which was solved using a mixed spectral/Gaussian elimination solver.
After, the velocities are corrected using

(ρui )
n+1 = (ρu∗i )

n+1−1t
δpn+1

δxi

and the mass flux at the east face, for instance, is corrected using

ṁn+1
e = ṁ∗n+1

e − ρe1t
∑

i

Si
e

(
δpn+1

δxi

)
e

. (13)
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This procedure of calculating the mass flux was originally proposed by Rhie and Chow [21]
for orthogonal collocated grids. Though avoiding the occurrence of oscillations in the
pressure, it yields a loss of conservation of kinetic energy proportional to the cell surface
area and of order1t ·1 (1 is the mesh spacing). (For a more detailed analysis on this
aspect, see, for instance, Refs. [4, 17]). This disadvantage of collocated grids compared
with staggered grids is not enough to preclude their use. Because they enable a simpler
treatment, collocated grids are usually preferred in the case of nonorthogonal coordinate
systems and complex geometries, even for large-eddy simulations (e.g., Refs. [2, 27]).

3. RESULTS AND DISCUSSION

This section, which presents and discusses the results, is divided into five subsections. The
section begins with a description of the test conditions (Section 3.1). The effects of the grid
nonorthogonality on the discretized derivative with respect to the Cartesian directionz, using
a second- or a fourth-order centered finite-difference scheme are analyzed in Section 3.2.
Because the effect of the nonorthogonal terms could influence different aspects of the flow,
the results were analyzed at the beginning and at the end of the simulations (Sections 3.3
and 3.5). Section 3.4 focuses on the temporal evolution of the statistical parameters during
two eddy turnover times.

3.1. Test Conditions

The physical domain of the reference case (orthogonal) was a periodic cubic box of side
length` = π cm, which was discretized by meshes with 643 and 1283 grid points. It is
generally accepted (e.g., Refs. [6, 18]) that the accuracy of finite-difference calculations is
comparable to spectral calculation with half the number of nodes along each direction. The
time step (1t) of the temporal discretization was 0.004 and 0.002 s, for 643 and 1283 grids,
respectively. The kinematic viscosity wasν = 0.01189 cm2/s, as in Orszag and Patterson
[18], leading to a Reynolds number based on the Taylor microscale (Reλ = vrmsλ/ν) of
approximately 40.

To study nonorthogonality effects, calculations were also performed in distorted cubic
boxes, where the computational directionsξ andη were coincident with the physical direc-
tionsx andy. The angleα, between the physical directionzand the computational direction
ζ , was varied between 0 and 45◦, in steps of 15◦, in thexzCartesian plane (Fig. 1). In this
case, the tensorβ/J was

β

J
= 1

1

 1 0 0
0 1 0

−tanα 0 1

 , (14)

where1 = `/N is the mesh space in the orthogonal domain, withN being the number of
nodes in each direction. The volume of the domains with inclined boundaries was the same
as the original because no other distortion was applied. Periodic boundary conditions are
still applied in the Cartesian directions. The orthogonal domain and the domain with a 30◦

angle betweenz andζ are shown in Fig. 2. Note that although in mathematical terms only
one direction was affected, during the course of the calculations other directions could also
be affected. The direction of our choice was irrelevant given the turbulence isotropy and
the lack of mean shear.
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FIG. 1. Control volume in grids with angles of 0◦ andα betweenz andζ .

The initial flow field was an isotropic Gaussian centered (zero mean) random ensemble
with the energy spectrum

E(k) = Ak4 exp(−Bk2), (15)

wherek is the wave number.A andB were chosen so that
∫

E(k) dk = 3/2 (cm/s)2 and the
maximum ofE(k) occurred atkp = 29/4 cm−1.

In the orthogonal grid, the initial fields were generated using the methodology described
in Ref. [22]. The same methodology was also used for the nonorthogonal grids, but without
enforcing continuity during the construction in the wave number space. For each wave

FIG. 2. Physical domains with 0 and 30◦ angles betweenz andζ .
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number vector

kl ,m,n = 2π

l
(l ,m, n), l ,m, n = −N/2, . . . ,0, . . . , N/2− 1,

there is a Fourier modêu∗i,m,n = û∗(kl ,m,n). The velocity field in the Cartesian spaceu∗i, j,k =
u∗(xi, j,k) is obtained by the inverse transform

u∗i, j,k =
∑
l ,m,n

û∗l ,m,n exp(i kl ,m,n · xi, j,k). (16)

The grid node locations are given by

xi, j,k = `

N

(
i − N + 1

2
+
(

k− N + 1

2

)
tanα, j − N + 1

2
, k− N + 1

2

)
,

i, j, k,= 1, . . . , N. (17)

The continuity was enforced only after the transformation to the physical space (i.e.u∗ is the
velocity field immediately after the transformation, which only satisfies continuity after the
correctionu = u∗ −∇φ, whereφ is the solution of the Poisson equation∇2φ =∇ · u∗).

For every domain (or distortion) three computer simulations were performed with the 643

grid and one run with the 1283 grid. The three computer simulations differed only by the
seed of the random-number generator and the same seeds were used in all domains, in order
to obtain identical initial fields. All calculations were done on single precision (four-byte
length for a real), because tests done on double precision (eight-byte length for a real) did
not show any significant difference.

3.2. Influence of the Grid Nonorthogonality on the Discretized Derivatives

Consider the Fourier series of a generic variableφ,

φi, j,k =
∑
l ,m,n

φ̂l ,m,n exp(i kl ,m,n · xi, j,k),

wherexi, j,k are the grid points.
The Fourier series for the derivative∂φ/∂z is given by(

∂φ

∂z

)
i, j,k

=
∑
l ,m,n

ikzφ̂l ,m,n exp(i kl ,m,n · xi, j,k).

However, when the derivatives are discretized, this expansion is obtained only if a spectral
method is used. To study the effect of the discretization by finite differences in a nonorthog-
onal mesh, we defined

Q =
̂(δφ/δz)l ,m,n̂(∂φ/∂z)l ,m,n

,

the ratio between the Fourier modes of the derivative discretized by finite differenceŝ(δφ/δz)
and the modes of the exact derivative (̂∂φ/∂z). If Q < 0, the Fourier modes of the discretized
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derivative are in opposite phase to the Fourier modes of the exact derivative. Depending
on whether|Q| < 1 or |Q| > 1, the amplitude of the Fourier modes of the exact derivative
is reduced or increased by the finite-difference discretization. For higher accuracy of the
finite-difference discretization,Q should be close to 1.

The dependency ofQ on the wave number was studied for grid distortions of 0 (orthogo-
nal), 15, 30, and 45◦, for either second- or fourth-order-accurate central difference schemes.
However, the actual calculations were all done with a second-order-accurate scheme.

3.2.1. Second-Order-Accurate Finite Central Differences

It follows from the mathematical model presented in Section 2 that the discretization of
∂φ/∂z involves the discretization of∂φ/∂ξ and∂φ/∂ζ :(

δφ

δξ

)
i, j,k

= φi+1, j,k−φi−1, j,k

2
, (18)

(
δφ

δζ

)
i, j,k

= φi, j,k+1−φi, j,k−1

2
. (19)

Equations (18) and (19) are second-order approximations and we considered1ξ = 1ζ = 1.
Using the translation property of the Fourier series and because exp(i θ)− exp(−i θ) =
2i sinθ , the Fourier series for these derivatives are(

δφ

δξ

)
i, j,k

=
∑
l ,m,n

i sin(kx1)φ̂l ,m,n exp(i kl ,m,n · xi, j,k),

(
δφ

δζ

)
i, j,k

=
∑
l ,m,n

i sin(k′z1)φ̂l ,m,n exp(i kl ,m,n · xi, j,k),

where

k′z = kx tanα + kz.

After the coordinate transformation (9), the series for the discretized derivative with respect
to the Cartesian directionz is obtained:(

δφ

δz

)
i, j,k

=
∑
l ,m,n

i
sin(k′z1)− sin(kx1) tanα

1
φ̂l ,m,n exp(i kl ,m,n · xi, j,k). (20)

Whenα 6= 0, apart fromkz, (20) depends also onkx and tanα. Note that in a more general
case every derivative would depend on all wave numbers and angles between the Cartesian
(x, y, andz) and the computational directions (ξ, η, andζ ).

Defining the maximum wave number on a grid with mesh spacing1(kmax= π/1) and
normalizing the wave numbers

k∗x =
kx

kmax
, (21)

k∗z =
kz

kmax
, (22)
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FIG. 3. Ratio (Q2) between the amplitudes of the Fourier modes of the discretized derivative (using second-
order central differences) and the amplitudes of the Fourier modes of the exact derivative on the orthogonal mesh
(α = 0◦), as a function of the normalized wave number.

Q2, the ratio between the Fourier modes of the discretized and the Fourier modes of the
exact derivative for a second-order-accuracy finite-difference scheme, is given by

Q2 = sin(k∗′z π)− sin(k∗xπ) tanα

k∗zπ
, (23)

wherek∗′z = k∗x tanα + k∗z andk∗x, k
∗
z ∈ [−1, 1[.

In case of an orthogonal grid (α = 0◦), Q2 is a function ofk∗z only and varies as illustrated
in Fig. 3. The result is by no means surprising, though in a graphical representation different
from that used by, for instance, Refs. [13, 14]. Figure 3 shows the difficulty of the finite-
difference scheme in resolving the higher wave numbers and the improved accuracy as the
wave number approaches zero (i.e.Q2 approaches 1).

For a nonorthogonal mesh (α 6= 0), becauseQ2 is a function of bothk∗z andk∗x , we decided
to display this two-variable function as a contour map (Fig. 4). Contrary to the orthogonal
case,Q2 could be negative on any of the nonorthogonal grids. Forα = 15 and 30◦, Q2

was not limited and continuous whenk∗x 6= 0 andk∗z = 0 (Figs. 4a and 4b). Under these
conditions,Q2 tends to positive or negative infinite values, depending on the algebraic sign
of k∗x and on whetherk∗z → 0+ or k∗z → 0−. Whenα = 45◦, because tanα = 1, Q2 was
continuous and limited (Fig. 4c).

Figures 3 and 4 showQ2 as a continuous function of one or two of the components
of the wave number vector. It is also important to know how the discrete set of simulated
modes in a given grid are affected. Figures 5 and 6 show the minimum, average, and
maximum values ofQ2 in the two grids used in the simulations (with 643 and with 1283

grid nodes), functions of the wave number vector length. The gain of accuracy obtained by
doubling the number of grid nodes in each direction is visible by comparing the minimum,
average, and maximum values ofQ2 for k < 64 in the two grids. Due to the discontinuity
in Q2 whenk∗x 6= 0, k∗z = 0, andα = 15 or 30◦, the minimum and maximum values for
α = 15 and 30◦ were much greater than forα = 0 or 45◦ and they could be greater in
the grid with 1283 nodes than in the grid with 643 nodes. The average value, however,
was less affected by the grid distortion: it was about 0.6 for the highest wave numbers in
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FIG. 4. Ratio (Q2) between the amplitudes of the Fourier modes of the discretized derivative (using second-
order central differences) and the amplitudes of the Fourier modes of the exact derivative, as a function of the
normalized wave number. (a)α = 15◦; (b) α = 30◦; (c) α = 45◦.

the Cartesian grid and decreased with increasing grid distortion, until it reached−0.1 for
α = 45◦.

3.2.2. Fourth-Order-Accurate Finite Central Differences

In the case of fourth-order-accurate scheme finite central differences, the derivatives
∂φ/∂ξ and∂φ/∂ζ are given by

(
δφ

δξ

)
i, j,k

= −φi+2, j,k + 8φi+1, j,k − 8φi−1, j,k + φi−2, j,k

12
, (24)(

δφ

δζ

)
i, j,k

= −φi, j,k+2+ 8φi, j,k+1− 8φi, j,k−1+ φi, j,k−2

12
. (25)

Using the translation property of the Fourier series, and because exp(i θ)− exp(−i θ) =
2i sinθ and exp(i θ)+ exp(−i θ) = 2 cosθ , the Fourier series for derivatives (24) and (25)
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FIG. 5. Minimum, average, and maximum ratio (Q2) between the amplitudes of the Fourier modes of the
discretized derivative in the grid with 643 grid nodes (using second-order central differences) and the amplitudes of
the Fourier modes of the exact derivative, as a function of the wave number vector length. (a)α = 0◦; (b)α = 15◦;
(c) α = 30◦; (d) α = 45◦. Note that the vertical scales in (a) and (d) are different from those in (b) and (c).

are (
δφ

δξ

)
i, j,k

=
∑
l ,m,n

i
sin(kx1)

3
[4− cos(kx1)]φ̂l ,m,n exp(i kl ,m,n · xi, j,k),

(
δφ

δζ

)
i, j,k

=
∑
l ,m,n

i
sin(k′z1)

3
[4− cos(k′x1)]φ̂l ,m,n exp(i kl ,m,n · xi, j,k).

The Fourier series for the derivative with respect to the Cartesian directionz is given by

(
δφ

δz

)
i, j,k

=
∑
l ,m,n

i

{
sin(k′z1)

31
[4− cos(k′z1)]

− sin(kx1)

31
[4− cos(kx1)] tanα

}
φ̂l ,m,n exp(i kl ,m,n · xi, j,k).

Using the wave number normalization (21) and (22), the ratioQ4 between the Fourier
modes of the discretized and the exact derivative is

Q4 = sin(k∗′z π)[4− cos(k∗′z π)] − sin(k∗xπ)[4− cos(k∗xπ)] tanα

3k∗zπ
. (26)

Figure 7 shows this relation for an orthogonal mesh which, when compared with Fig. 3,
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FIG. 6. Minimum, average, and maximum ratio (Q2) between the amplitudes of the Fourier modes of the
discretized derivative in the grid with 1283 grid nodes (using second-order central differences) and the ampli-
tudes of the Fourier modes of the exact derivative, as a function of the wave number vector length. (a)α = 0◦;
(b) α = 15◦; (c) α = 30◦; (d) α = 45◦. Note that the vertical scales in (a) and (d) are different from those in
(b) and (c).

FIG. 7. Ratio (Q4) between the amplitudes of the Fourier modes of the discretized derivative (using fourth-
order central differences) and the amplitudes of the Fourier modes of the exact derivative on the orthogonal mesh
(α = 0◦), as a function of the normalized wave number.
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FIG. 8. Ratio (Q4) between the amplitudes of the Fourier modes of the discretized derivative (using fourth-
order central differences) and the amplitudes of the Fourier modes of the exact derivative, as a function of the
normalized wave number. (a)α = 15◦; (b) α = 30◦; (c) α = 45◦.

shows a wider range ofk∗z , for which Q4 stays close to 1. Lele [14] quantifies the reso-
lution characteristics of various finite-difference schemes and shows that forQ > 0.9, 25
or 44% of the wave number range is well resolved for a second- or a fourth-order
scheme.

On the nonorthogonal meshes, the contour shapes ofQ4 (Fig. 8) were similar toQ2

(Fig. 4); however, the area covered by the conditions 0.75< Q4 < 1 and|Q4| > 1 was larger
compared with the second-order scheme. If the enlargement of 0.75< Q < 1 improves the
accuracy, the enlargement of|Q| > 1 degrades it. However, because no simulations were
made using the fourth-order scheme, we could not say which one was the prevailing effect.
As in case ofQ2, forα = 15 or 30◦, Q4 was not limited and was discontinuous whenk∗x 6= 0
andk∗z = 0.

It is expected that, with a fourth-order scheme, the grid refinement also improves the
accuracy of the results. However, that is not certain in the case ofα = 45◦ (Fig. 8). For
instance, a mode withk∗x = k∗z = 0.9 whereQ4 = −0.4 after grid refinement such that
k∗x = k∗z = 0.6 hasQ4 = −1.2 and the global accuracy may or may not improve.
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3.3. Initial Fields

Because the procedure that we used to generate the initial fields (see Section 3.1) had
never been applied to nonorthogonal grids, we first investigated whether the initial fields
were identical and had the intended characteristics of isotropy and Gaussian distribution,
regardless of the grid distortion. For isotropy indicators, we used the distribution of fluc-
tuations of velocity and vorticity between the three Cartesian components (related to the
isotropy of the large and small scales, respectively) and the isotropic relation

〈ω2〉
〈tr(s2)〉 = 2, (27)

where the operator〈· · ·〉denotes an ensemble average,ω is the vorticity,si j = 1/2(∂u j /∂xi +
∂ui /∂xj ) is the rate of strain tensor, and tr(s2) =∑ si j sj i . These parameters are displayed
in Table I: three simulations with the 643 grid for each domain distortion and one with the
1283 grid (see Section 3.1).

The distribution of the velocity or vorticity fluctuations between the three Cartesian
components was not affected by the grid distortion (Table I). The small variations between
identical runs in domains with different distortion were not significant and were attributed
to numerical discretization.

In the orthogonal and in the 15◦ domains, the isotropic relation (27) was satisfied up to
the third decimal figure (i.e. within less than 0.05%). There was a tendency to lose isotropy
with greater distortions, due to the correction to satisfy continuity, but the maximum error
was only 0.15%. Note that this tendency did not exist with the finer grid.

The statistical distributions of the velocity and its longitudinal and lateral derivatives
(∂u/∂x and∂u/∂y) were studied using their probability density functions (PDFs). They

TABLE I

Isotropy of the Fields at t = 0 s

](z, ζ ) 〈u2
i 〉/Σ〈u2

i 〉 〈ω2
i 〉/Σ〈ω2

i 〉 〈ω2〉/〈tr(s2)〉

643 grid nodes
0◦ 0.334, 0.292, 0.373 0.353, 0.323, 0.323 2.000

0.328, 0.308, 0.365 0.334, 0.341, 0.325 2.000
0.308, 0.283, 0.409 0.366, 0.352, 0.281 2.000

15◦ 0.334, 0.292, 0.373 0.353, 0.323, 0.324 2.000
0.327, 0.308, 0.365 0.334, 0.341, 0.325 2.000
0.308, 0.283, 0.410 0.367, 0.352, 0.282 2.000

30◦ 0.334, 0.292, 0.373 0.353, 0.323, 0.324 2.000
0.327, 0.308, 0.365 0.334, 0.340, 0.326 1.999
0.308, 0.283, 0.410 0.366, 0.352, 0.282 2.000

45◦ 0.334, 0.292, 0.373 0.352, 0.322, 0.326 1.998
0.327, 0.307, 0.366 0.333, 0.340, 0.327 1.997
0.307, 0.282, 0.411 0.366, 0.351, 0.283 1.998

1283 grid nodes
0◦ 0.323, 0.321, 0.356 0.358, 0.290, 0.353 2.000

15◦ 0.323, 0.321, 0.356 0.358, 0.290, 0.353 2.000
30◦ 0.323, 0.321, 0.356 0.358, 0.290, 0.353 2.000
45◦ 0.323, 0.321, 0.356 0.358, 0.289, 0.353 2.000

Note. Each line corresponds to one simulation.
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FIG. 9. PDF of the normalized velocity field att = 0 s (643 grid nodes), shown together with a Gaussian
distribution.

should be near Gaussian, as a consequence of the procedure that we used to generate the
initial fields. The statistical distributions were determined based on the assumption that
the fields were isotropic. This enabled us to increase the sample size, using, for instance,
the three velocity componentsu, v, andw, for calculating the PDF ofu.

The statistical distribution of the initial velocity field (Fig. 9) and velocity derivatives
(Fig. 10) were near Gaussian and did not show any influence from the grid distortion. The
results were identical despite the various distortions tested and collapsed to a single line.
Because the same holds in the case of the grid with 1283 nodes, the figures are not included
here.

Figure 11 shows that there was a good agreement between the calculated values and
the theoretical dissipation spectra,D(k) = 2νAk6 exp(−Bk2), as derived from the energy
spectra (15).

We also looked at the eigenvalues of the rate of strain tensorsi j (λ1,λ2, andλ3). Continuity
implies thatλ1+ λ2+ λ3 = 0. If λ1 is the lowest and always negative andλ3 the greatest and

FIG. 10. PDFs of the normalized (a) longitudinal and (b) lateral velocity derivatives field att = 0 s (643 grid
nodes), shown together with a Gaussian distribution.
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FIG. 11. Dissipation spectra att = 0 s (643 grid nodes).

always positive,λ2 is positive or negative, depending on whether|λ1| > |λ3| or |λ1| < |λ3|.
Given the randomness of the initial fields, it was expected thatλ2 would be positive in
between approximately 50% of the domain. In our calculationsλ2 was positive between
48 and 52% of the domain and no difference was found between the orthogonal and the
nonorthogonal domains.

The alignment between the vorticity and the directions of the principal rates of strain of
the initial fields was also verified. Ife1, e2, ande3 are the eigenvectors associated with the
eigenvaluesλ1, λ2, andλ3, the angleθi between the vorticity vector and the direction of the
principal rate of strain represented by the eigenvectorei is defined by

θi = arccos
|ω · ei |
||ω||||ei || . (28)

Because the initial fields were the result of a random process, it was expected that the
PDF ofθ1, θ2, andθ3 would be identical to the PDF of the angle between a random vector
and a random direction. All the PDFs showed that angles greater than 50◦ were more
frequent than in the random case (Fig. 12). However, they did not change with the domain
distortion.

3.4. Time Development of Statistical Parameters

The ratioQ2 between the Fourier modes of the discretized and of the exact derivative
was introduced in Section 3.2.1. However, a precise error estimation should consider also
the shape of the energy spectrum. The parameterε(t), defined by

ε2(t) =
∫
(1− Q2)

2k2
z E(k, t) dk∫

k2
z E(k, t) dk

,
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FIG. 12. PDFs of the angles between the vorticity and the directions of principal rates of strain att = 0 s
(643 grid nodes), shown together with the PDFs of the angles between a random vector and a random direction.

measures the error of discretization of derivatives with respect to the Cartesian directionz
at each time step (cf. [4]).

The errorε increased with time untilt ≈ 0.5 (Fig. 13), accompanying the energy transfer
from low to high wave numbers. The error does not increase linearly with the distortion:
the domains withα = 15 and 30◦ display errors 2 and 5% higher than in the orthogonal
case, whereas forα = 45◦ it can exceed the undistorted case by up to 10%.ε appears
to be correlated with the average accuracy for each wave number, which degrades with
increasing grid distortion (Figs. 5 and 6), rather than with the accuracy of some individual
Fourier modes, which was worst forα = 15 or 30◦ (Fig. 4).

Considering the temporal evolution of the turbulence kinetic energy (Fig. 14), the domain
with 45◦ of distortion had always the lowest energy. At the end of the simulations (t = 0.8 s)

FIG. 13. Temporal evolution of the error of discretization of derivatives with respect to the Cartesian direction
z at each time step. (a) 643 grid nodes and (b) 1283 grid nodes.
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FIG. 14. Temporal evolution of the turbulence kinetic energy (643 grid nodes).

its total energy was 1% less than in the orthogonal domain, which had always the highest
energy. The decay in the domain with 15◦ of distortion was the closest to the orthogonal
domain, with a difference of less than 0.05% at the end of the simulation. This behavior
was somehow expected because of the increased lack of conservation introduced by the
calculation of the mass fluxes at the cell surfaces (Eq. (13)) and because of the higher
discretization errors in more distorted domains.

The skewness of the longitudinal velocity derivative, defined by

S∂u/∂x = − 〈(∂u/∂x)3〉
〈(∂u/∂x)2〉1.5 ,

is a nondimensional measure of enstrophy production and energy transfer due to the non-
linear interaction and, therefore, a parameter of crucial importance in the simulation of
turbulence. Its evolution in the orthogonal domain (Fig. 15) was identical to that reported
in Ref. [18]. In all calculations, the skewness required about half of the eddy turnover time
before reaching a plateau of about 0.5. The evolution in the distorted domains could differ
up to 3% from that in the orthogonal domain, which we considered acceptable, because it
was smaller than the differences observed between the three simulations in the orthogonal
domain with the 643 grid.

FIG. 15. Temporal evolution of the skewness of the longitudinal velocity derivatives (643 grid nodes).
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FIG. 16. Temporal evolution of the flatness (643 grid nodes) of the (a) longitudinal and (b) lateral velocity
derivatives.

The flatness of the longitudinal and lateral velocity derivatives,

F∂u/∂x = 〈(∂u/∂x)4〉
〈(∂u/∂x)2〉2 ,

F∂u/∂y = 〈(∂u/∂y)4〉
〈(∂u/∂y)2〉2 ,

can provide information on how the vorticity is aligned with the rate of strain [24].
The temporal evolution of the flatness was identical in all domains (Fig. 16). The differ-

ence between the domains was less than 2%, a value also smaller than that observed between
the simulations started with different initial velocity fields in the orthogonal domain.

We noticed, in accordance with Ref. [26], that the flatness of the lateral velocity derivative
(Fig. 16b) was higher than that of the longitudinal derivative (Fig. 16a). However, in the case
reported by Ref. [26], withReλ ≈ 150, the values are higher (F∂u/∂x = 5.9 andF∂u/∂y = 8)
than these reported here (F∂u/∂x = 3.6 andF∂u/∂y = 4.5). The value ofF∂u/∂x agrees with
the one reported by Ref. [11] forReλ = 40, as in the current study.

At the end of the simulations,t = 0.8 s, the turbulent Reynolds dropped to half its initial
value, and the differences between results on different domains were less than 3% (Fig. 17).

FIG. 17. Temporal evolution of the turbulent Reynolds number (643 grid nodes).
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TABLE II

Isotropy of the Fields at t = 0.8 s

](z, ζ ) 〈u2
i 〉/Σ〈u2

i 〉 〈ω2
i 〉/Σ〈ω2

i 〉 〈ω2〉/〈tr(s2)〉

643 grid nodes
0◦ 0.351, 0.301, 0.348 0.345, 0.329, 0.326 2.000

0.300, 0.324, 0.376 0.367, 0.321, 0.313 2.000
0.317, 0.295, 0.387 0.353, 0.316, 0.331 2.000

15◦ 0.351, 0.301, 0.347 0.345, 0.328, 0.327 2.000
0.300, 0.324, 0.376 0.369, 0.319, 0.313 2.000
0.317, 0.296, 0.387 0.353, 0.316, 0.332 2.000

30◦ 0.352, 0.302, 0.346 0.346, 0.326, 0.328 2.000
0.300, 0.326, 0.375 0.371, 0.314, 0.314 2.000
0.317, 0.296, 0.387 0.354, 0.317, 0.333 2.000

45◦ 0.354, 0.303, 0.344 0.349, 0.322, 0.329 2.000
0.300, 0.329, 0.371 0.379, 0.304, 0.317 2.000
0.317, 0.297, 0.386 0.358, 0.307, 0.335 2.000

1283 grid nodes
0◦ 0.301, 0.320, 0.380 0.320, 0.321, 0.359 2.000

15◦ 0.301, 0.320, 0.380 0.320, 0.321, 0.359 2.000
30◦ 0.301, 0.320, 0.379 0.321, 0.320, 0.360 2.000
45◦ 0.301, 0.320, 0.379 0.322, 0.318, 0.360 2.000

Note. Each line corresponds to one simulation, as in Table I.

3.5. Fields after the Decay

In the previous section we considered the temporal evolution of statistical parameters;
here we present some results obtained at the end of the simulations (t = 0.8 s).

Isotropy was first checked in the large and small scales (velocity and vorticity) and by
the isotropic relation (27), shown in Table II. The fields att = 0.8 s in the nonorthogonal
domains seemed as equally isotropic as the fields in the orthogonal domain. The isotropic
relation (27) was always satisfied to the third decimal figure, which did not always occur at
t = 0 s (see Table I).

The PDFs of the velocity field were all identical and near Gaussian (Fig. 18), as is
known from previous simulations [23]. The pressure PDFs were also very similar and, as in

FIG. 18. PDF of the normalized velocity field att = 0.8 s (643 grid nodes), shown together with a Gaussian
distribution.
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FIG. 19. PDF of the normalized pressure field att = 0.8 s (643 grid nodes), shown together with a Gaussian
distribution.

Ref. [15], exponential in the lows and Gaussian in the highs (Fig. 19). This was reproduced
in all domains.

The PDFs of the longitudinal and lateral velocity derivatives (Fig. 20) in the different
domains were also in agreement with each other. Some scatter was visible in the tails,
attributable to the limited sample size.

There was also good agreement between the dissipation spectra, regardless of the domain
distortion (Fig. 21). The spectra calculated in the grid with 643 nodes was similar, but with
a lower cutoff.

Kerr [11] found and Vincent and Meneguzzi [26] confirmed that, in general, the largest
rate of strain was compressive and perpendicular to the vorticity, the smaller stretching was
aligned with the vorticity, and the larger stretching was perpendicular to the vorticity. To see
whether the different domain distortions altered these correlations, we studied the PDFs of
the anglesθi , defined in (28). In absolute value,λ1 was the largest principal rate of strain in
approximately 77% of the domain points, for all domain distortions and with either 643 or
1283 grids. This value was higher than the 67% reported in Ref. [26], despite their higher
Reλ(≈150). The PDFs ofθi showed that the domain distortion did not affect the alignment
between the vorticity and the rate of strain (Fig. 22). In case of theθ1 PDF, angles greater
than 65◦ were more frequent than in the random distribution (Fig. 22a), while theθ2 PDF
indicated that angles inferior to 45◦ were more probable (Fig. 22b). Theθ3 PDF, opposed

FIG. 20. PDFs of the normalized (a) longitudinal and (b) lateral velocity derivatives field att = 0.8 s
(643 grid nodes), shown together with a Gaussian distribution.
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FIG. 21. Dissipation spectra att = 0.8 s (1283 grid nodes).

to theθ1 andθ2 PDF, changed little sincet = 0 s (Fig. 12c) and showed that angles greater
than 60◦ were more frequent than in the random case (Fig. 22c).

Finally, a comparison of one component of the vorticity field at the end of the simulation
was included (Fig. 23). Even if the domain distortion (Fig. 13) could increase almost three
times the error of spatial discretization of derivatives in the domain withα = 45◦, Fig. 23
and the foregoing analysis showed that the same flow was simulated on the various domains.

FIG. 22. PDFs of the angles between the vorticity and the directions of the principal rates of strain att = 0.8 s
(643 grid nodes), shown together with the PDFs of the angle between a random vector and a random direction.
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FIG. 23. ωy vorticity field in axz plane att = 0.8 s (643 grid nodes). (a)α = 0◦; (b) α = 15◦; (c) α = 30◦;
(d) α = 45◦.

4. CONCLUSIONS

The purpose of this work was to study the influence of a nonorthogonal grid in the numer-
ical simulation, based on the finite-volume methodology, of decaying isotropic turbulence.
Four different domains—distinct in the angle between the computational directionζ and
the physical directionz—were considered: 0 (orthogonal domain, used as reference), 15,
30, and 45◦.

The simulations started from random velocity fields, identical for all grid distortions and
generated with imposed correlations and spectra. It was observed that, as opposed to what
occurs with a Cartesian grid, with a nonorthogonal grid the Fourier modes of the discretized
derivatives could be amplified or have inverted phase, relatively to the modes of the exact
derivative. However, the average accuracy for each wave number degrades slowly with
increasing grid distortion and seems to be a better indicator of the spatial discretization
error than the accuracy of individual Fourier modes.

During the turbulence decay the fields were identical, regardless of the grid distortion.
The differences in the skewness of the longitudinal velocity derivative∂u/∂x (related to the
energy transfer) and in the flatness of the longitudinal and lateral velocity derivative∂u/∂y
(related to the alignment of vorticity and rate of strain) were less than 3%.

At the end of the simulation (t = 0.8 s), the difference in the turbulence kinetic energy
was 1%. The distortion of the domain affected neither the isotropy of the flow nor the
alignment between the vorticity and the rate of strain. In general, the vorticity was aligned
with the second principal rate of strain and was perpendicular to the others.

As a general conclusion, the grid nonorthogonality does not seem to affect the numerical
simulation of decaying isotropic turbulence and the methodology presented here may be
extended to more complex problems and geometries.

APPENDIX

The set of equations defining the third-order Runge–Kutta scheme with four substeps,
Runge–Kutta (4,3), is
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φ∗n+ 19
36
= φn + 19

36
1t · f (tn, φ

n); f ∗ = f
(
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36

)
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243
f (tn, φ

n);
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4
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4
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4
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4
+ 2

9
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(
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4
, φ∗∗n+ 3

4

)
− 2

9
f ∗∗;
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4
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